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An accurate representation of meteorological processes is important to the accurate predictions
of meteorology and air quality. In this study, theWeather Research and Forecasting model with
Chemistry (WRF/Chem) is utilized to examine the sensitivity of air quality predictions to two
planetary boundary layer (PBL) schemes and three land-surface models (LSMs). Model
simulations with different PBL schemes and LSMs are conducted over the Houston–Galveston
area for a 5-day summer episode from the 2000 Texas Air Quality Study (TexAQS-2000).
Sensitivity to horizontal grid spacing (12 vs. 4 km) and nesting methods (1- or 2-way) is also
studied. Model predictions are evaluated with available surface and aircraft observations. Both
meteorological and chemical predictions at the surface and aloft show stronger sensitivity to
LSMs than to the PBL schemes. The model predictions also show a stronger sensitivity to
horizontal grid spacing using 1-way nesting than 2-way nesting and to the nesting method at
4 km than 12 km. The benefits (or disbenefits) of using more complex meteorological schemes,
finer horizontal grid spacing, and more sophisticated 2-way nesting may vary and must be
evaluated for specific episodes. The results from this study also indicate a need to refine model
treatments at a fine grid spacing and the current 2-way nesting method used in WRF/Chem for
improvement of model performance.

© 2010 Elsevier B.V. All rights reserved.
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1. Introduction

Three-dimensional (3-D) atmospheric models are important
tools in understandingmeteorological variables and their effects
on air quality. An accurate representation of meteorological
processes is important to the accurate simulation of meteoro-
logical variables and chemical species. The planetary boundary
layer (PBL) schemes and land-surface models (LSMs) are two
importantmeteorological parameterizationsused in3-Dmodels.
As surface-layer variables (e.g., temperature, humidity, wind
speed) are simulated within the PBL scheme, they are fed back
into the LSM, which simulates outgoing radiation and soil
moistureneededby thePBL scheme. The twoprocesses interplay
rth, and Atmospheric
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closely, affecting the fate and transport of air pollutants in the
PBL. Numerous studies have been conducted on the effects of
various PBL and LSM parameterizations on simulated meteorol-
ogy and atmospheric chemistry (e.g., Pielke, 2001; Bright and
Mullen, 2002; Bao et al., 2005; Mao et al., 2006). For example,
Chen and Dudhia (2001a) reported that land-surface character-
istics anddynamical processes directly influence surface sensible
and latent heat fluxes that can in turn alter the structure of the
PBL. Holt et al. (2006) found that using an LSM with a better
representation of soil transpiration andmoisture transport leads
to more accurate forecasts of convective precipitation. Zhang et
al. (2007) showed that soil, surface, and near-surface tempera-
tures are highly sensitive to LSMs, which in turn affect fine
particulate matter (PM2.5) and its feedbacks into PBL
meteorology.

Both meteorological and chemical processes may be
sensitive to horizontal grid spacing and the nesting methods
used in the model simulations. Current operational
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meteorological models typically operate at a horizontal
resolution of 12 km (Mass et al., 2002), down from hundreds
of kilometers in the late 1950s. Models currently under
development and slated for operational use within the next
few years are designed to operate at even finer resolution (e.g.,
the Weather Research and Forecasting (WRF) model at 1 to
10 km (Michalakes et al., 2001)). As compared with that at
coarser grid spacing, model performance using finer horizontal
spacingmay be better, worse, or similar, due to uncertainties in
the performance of various physical parameterizations and the
complexity in chemistry and meteorology and the non-linear
interactions between chemistry and meteorology and their
responses to grid resolution (Jang et al., 1995; Zhang et al.,
2006a, b; Wu et al., 2008; Queen and Zhang, 2008). While
several studies reported that increasing grid resolution may
lead to better reproduction of fine-scale meteorological
processes (e.g., Mass et al. (2002); Jimenez et al. (2006); Liu
and Westphal (2001)), this may not necessarily correlate to
better model accuracy (Gego et al., 2005). While Mathur et al.
(2005) reported an improved agreement of simulated surface
O3 mixing ratios with observations with an increased grid
resolution over North Carolina, Arunachalam et al. (2006) and
Wu et al. (2008) showed similar O3 performance at 4 and
12 km. In contrast with simulated O3, PM2.5, and some PM2.5

species such as NH4
+, simulated precipitation and wet deposi-

tion amounts are quite sensitive to horizontal grid spacing
(Queen and Zhang, 2008).

In addition to simply decreasing the horizontal grid
spacing, 3-D models also use nesting techniques (i.e., 1- and
2-way). 1-way nesting uses the output of a coarser grid
simulation as input for the finer grid simulation. Two-way
nesting involves feedback from the fine domain to the coarse
domain and vice versa. The use of nesting enables the
simulation of feedbacks among various meteorological and
chemical processes occurring at various temporal and spatial
scales. Some studies have shown that using nested domains
can lead to more accurate predictions of chemical species
(Gego et al., 2005; Fast et al., 2006).

In this study, an online-coupled meteorology and chemistry
model, i.e., the WRF model with chemistry (WRF/Chem) (Grell
et al., 2005) has been used to simulate a 5-day episode from the
2000 Texas Air Quality Study (TexAQS-2000) over theHouston–
Galveston area in Texas (TX). In light of large sensitivities to
model physics options and configurations reported by previous
studies, a number of sensitivity simulations are conducted. Such
sensitivity simulations are particularly important toWRF/Chem,
as it is a relatively new model that is being developed by the
scientific community and that has not been extensively
evaluated. The objectives are to examine the sensitivity of
simulated meteorology and air quality to three PBL schemes,
two LSMs, two horizontal grid spacing (4 vs. 12 km), and two
nesting techniques (1- vs. 2-way), and to elucidate the
implications of such a sensitivity to model capability in
reproducing meteorological and chemical observations.

2. Model description and evaluation methodologies

2.1. Model configurations and simulation design

The Houston–Galveston region in TX is a geographically-
complex, highly-populated, and industrial-oriented region
with more than 4 million people. The Gulf of Mexico provides
warm, moist onshore flow on a daily basis. Large amounts of
NOx and volatile organic compounds (VOCs) are emitted from
various sources including fossil-fuel refining plants, urban
industry, oil refineries, transportation, and ship channels. High
pollutant emissions, coupledwith awarm,moist climate,make
this region suffering from significant air pollution. The
meteorology and chemistry in this area are extremely complex.
The surface atmospheric conditions tend to be dominated by
unstable conditions during daytime hours (7 a.m. to 5 p.m.)
and very stable or stable conditions during nighttime hours
(7 p.m. to 6 a.m.) (Fritz, 2003). Recent field and modeling
studies have shown the impacts of large- and small-scale
meteorological forcing on the formation and transportation of
chemical species within this area (Daum et al., 2004; Banta et
al., 2005; Bao et al., 2005; Jiang and Fast, 2004; Fast et al., 2006).
The TexAQS 2000 represents a multi-organizational collabora-
tive effort to studyair quality and controlling factors in this area.
Intensive ground-level meteorological and chemical observa-
tions were made at multiple sites throughout eastern TX.
Aircraft measurements were alsomade by NOAA/NCAR Electra
aircraft. Such data were sampled at a time resolution of 1-s for
O3, NO, and CO, and at 3-s for NO2. In this study, a 5-day episode
beginning 28 August 2000 at 12 Zulu (12Z) time through 2
September 2000 at 06Z over the eastern TX is selected forWRF/
Chem model application and evaluation, because of O3 non-
attainmentwithmaximumhourly-averagedO3mixing ratios at
any of the sites of 112, 146, 199, 168, 124 and 125 ppb on 28
August–2 September, respectively. The 199 ppb O3 on 30
August was the highest during the entire TexAQS 2000.

Two PBL schemes and three LSMs are examined in model
simulations. The two PBL schemes are the Yonsei University
(YSU) PBL scheme (Hong and Dudhia, 2003; Hong et al.,
2006) and the Mellor–Yamada–Janjic (MYJ) scheme of Janjic
(2002). The three LSMs are the National Center for Environ-
mental Prediction, Oregon State University, Air Force, and
Hydrologic Research Lab's (NOAH) LSM (Chen and Dudhia,
2001a, b; Ek et al., 2003), the simple thermal diffusion (Slab)
scheme of Dudhia (1996), and the Rapid Update Cycle (RUC)
LSM of Smirnova et al. (2000). The main difference between
the two PBL schemes is that the YSU scheme is a non-local
scheme that explicitly calculates turbulent kinetic energy
(TKE) whereas the MYJ PBL scheme is a local 1.5 order TKE
closure scheme. In local closure schemes, turbulent fluxes at
various heights in the PBL are related to vertical gradients of
mean variables at the same heights. Nonlocal closureworks in
the same way, but it estimates the fluxes at a certain point by
analyzing the mean profiles over the entire domain of
turbulent mixing, thus accounting for multiple-size eddies,
making them more applicable to convective, unstable
boundary layers (Bright and Mullen, 2002). By accounting
for non-local mixing and the effect of large eddies by bulk
properties of the PBL, YSU provides improved PBL treatment
based on the Medium-Range Forecast (MRF) scheme (Hong
and Pan, 1996). The PBL height is determined using a critical
bulk Richardson number of 0. However, this may not be
applicable for typical nighttime simulations, where the
Richardson number is equal to zero at the surface. In this
way, the PBL height is dependent only on the buoyancy
profile. Entrainment at the PBL top is handled explicitly,
rather than implicitly (Noh et al., 2003) and set proportional
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to the surface buoyancy flux. The MYJ PBL scheme imposes a
limit on the master scale over which mixing can occur, which
is determined by TKE, buoyancy, and shear. This scheme
determines the PBL height to be the lowest level at which TKE
approaches its lower bound. The main differences among the
three LSMs include the depths of soil and the land-surface
processes treated. The slab LSM is a simple thermal diffusion
scheme with 5 soil layers (1, 2, 4, 8, and 16 cm) built upon
slight improvements to the force-restore method. It uses a 1-
D equation to calculate surface heat fluxes and applies a linear
soil temperature profile based on model parameters, though
ideally it should be determined from the previous day's
conditions (Dudhia, 1996). The NOAH LSM is a 4-layer (10,
30, 60, and 100 cm) soil model which incorporates canopy
moisture, vegetation effects, runoff and drainage, and snow
cover. Fluxes calculated within this scheme include sensible
and latent heat fluxes to the PBL. Similar in physical
complexity to the NOAH LSM, the RUC LSM treats one
additional soil layer and also includes improved parameter-
izations for snow and frozen soil.

Table 1 summarizes various model configurations used for
baseline and sensitivity simulations. The baseline simulation
(i.e., N_Y or 1W12) is conducted using a pair of the NOAH LSM
and the YSU PBL scheme at 12 km. The simulation code of
1W12 is used for the same baseline simulation to distinguish
Table 1
Model configurations used in WRF/Chem simulations a.

a. Physical and chemical options

Physical and chemical processes Scheme/setting for baseline

Shortwave radiation Dudhia
Longwave radiation RRTM
PBL process YSU
Land-surface process NOAH
Cumulus Kain-Fritsch
Cloud microphysics None
Photolysis scheme Madronich
Gas-phase mechanism RADM2
Cloud chemistry None
Aerosol module MADE/SORGAM
Horizontal grid resolution 12 km
Nesting None

b. Simulation types and codes

Simulation type Simulation name

Baseline N_Y b

Sensitivity S_Y
Sensitivity R_Y
Sensitivity N_M
Baseline 1W12b, c

Sensitivity 1W4 c

Sensitivity 2W12 c

Sensitivity 2W4 c

a Acronyms: RRTM — Rapid Radiative Transfer Model; YSU — Yonsei University;
Prediction, Oregon State University, Air Force, National Weather Service's Hydrolo
Regional Acid Deposition Model; MADE/SORGAM — Modal Aerosol Dynamics Mod
model; PBL— planetary boundary layer; N_Y— NOAH/YSU pair; S_Y— slab/YSU pair
1W4 — one-way nesting at 4 km; 2W12 — two-way nesting at 12 km; and 2W4 —

b The simulations N_Y and 1W12 refer to the same baseline simulation conducted
The results from this baseline simulation are used to provide initial and boundary c
code “1W12” is given to distinguish it from a concurrent simulation at a 12-km grid
results with different nesting methods.

c 1W12 and 1W4 are conducted sequentially using 1-way nesting in two model si
nesting in one model simulation.
it from a sensitivity simulation at 12 km conducted concur-
rently with a nested 4-km simulation using 2-way nesting
(i.e., 2W12) to facilitate discussions on model sensitivity to
horizontal grid spacing and nesting methods. Three sensitiv-
ity simulations are conducted at 12 km to examine model
sensitivity to different pairs of PBL schemes and LSMs: the
slab/YSU pair (S_Y), the RUC/YSU pair (R_Y), and the NOAH/
MYJ pair (N_M). In comparing results from different PBL
schemes or LSMs, some differencesmay be attributed to other
processes (e.g., radiation schemes) that are coupled with PBL
schemes or LSMs and in turn affect their model performance.
The impact of those coupled processes is, however, not
examined in this study. Two simulations are conducted at
4 km to examine sensitivity to grid resolutions using 1-way
(i.e., 1W4) and 2-way nesting (i.e., 2W4). Comparisons of
2W12 vs. baseline (i.e., 1W12) and 1W4 vs. 2W4 allow an
examination of sensitivity to different nesting methods at
different grid spacing. Fig. 1 shows the simulation domains at
12 and 4 km centered over the Houston–Galveston region in
the eastern TX along with locations of 8 sites for detailed
analyses.

All simulations use the Second Generation Regional Acid
Deposition Model (RADM2) (Stockwell et al., 1990) and the
Modal Aerosol Dynamics Model for Europe with Secondary
Organic Aerosol Model (MADE/SORGAM) (Ackermann et al.,
simulations Scheme/setting for sensitivity simulations

The same as baseline
The same as baseline
MYJ
Slab, RUC
The same as baseline
The same as baseline
The same as baseline
The same as baseline
The same as baseline
The same as baseline
4 km
1- and 2-way

LSM PBL scheme Nesting

NOAH YSU None
Slab YSU None
RUC YSU None
NOAH MYJ None
NOAH YSU None
NOAH YSU 1-way
NOAH YSU 2-way
NOAH YSU 2-way

MYJ — Mellor–Yamada–Janjic; NOAH — National Center for Environmental
gic Research Lab; RUC — Rapid Update Cycle; RADM2 — Second Generation
el for Europe with Secondary Organic Aerosol Model; LSM — land-surface
; R_Y — RUC/YSU pair; N_M— NOAH/MYJ pair; 1W12— no nesting at 12 km;
two-way nesting at 4 km.
with NOAH/YSU pair at a horizontal grid spacing of 12 km without nesting.

onditions to nested 4-km simulation (i.e., 1W4) using one-way nesting. The
resolution and a nested 4-km grid resolution (i.e., 2W12) in discussing model

mulations, whereas 2W12 and 2W4 are conducted concurrently using 2-way



Fig. 1. The modeling domains at 12-km (d01) and 4-km (d02) over eastern Texas. Detailed analyses of meteorological and chemical predictions are conducted a
three sites (in black dot): Dear Park (DRPA), Galveston Airport (GALC), and LaPorte (H08H). Additional evaluation is conducted for PBL height predictions using
available radar wind profilers measurements at five sites around Houston (in hollow square): Wharton (WHAR), Ellington Field (ELLF), Southwest Houston
(HSWH), Liberty (LBTY), and LaMarque (LMRQ).
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1998; Schell et al., 2001). A 60-s time step is used for online-
coupled simulations. The model inputs are based on Fast et al.
(2006) who conductedWRF/Chem simulations over the same
domain using the Carbon BondMechanism version Z (CBM-Z)
and the Model for Simulating Aerosol Interactions and
Chemistry (MOSAIC). Emissions for RADM2 and MADE/
SORGAM at 12 km and those for CBM-Z and MOSAIC at 12
and 4 km are provided by Pacific Northwest National
Laboratory (PNNL) (Jerome Fast, PNNL, personal commu-
nications, 2004). In this study, the 4-km emissions for CBM-Z
and MOSAIC of Fast et al. (2006) are mapped to RADM2 and
MADE/SORGAM, based on gas-phase species mapping pro-
vided by PNNL (Rahul Zaveri, PNNL personal communication,
2006) and aerosol species mapping through comparing the
MOSAIC and MADE/SORGAM 12-km emissions. The 24-
category U.S. Geological Survey (USGS) land use and land
cover dataset are used for all simulations and they are
interpolated by theWRF Preprocessor System (WPS) to 4 and
12 km. Meteorological initial and boundary conditions
(ICONs and BCONs) are derived from the North American
Regional Reanalysis (NARR) (http://www.emc.ncep.noaa.
gov/mmb/rreanl/). Chemical ICONs and BCONs are horizon-
tally homogeneous. Emissions inventories are taken from the
Texas Commission on Environmental Quality (TCEQ) for
gases and from the EPA's National Emissions Inventory 1999
version 3 (NEI-99 v. 3) for PM species. A built-in program in
t

WRF/Chem is used to create ICONs and BCONs at 4 km (i.e.,
1W4) from the 12-km baseline outputs (i.e., 1W12).

2.2. Evaluation protocols

Model evaluation is conducted in terms of temporal
variation and spatial distribution at surface, vertical profiles,
and domain-wide performance statistics. Statistical para-
meters include correlation coefficient (corr), mean bias (MB),
mean absolute gross error (MAGE), root mean-square error
(RMSE), normalized mean bias (NMB), and normalized mean
error (NME), as described in Zhang et al. (2006a). Simulated
vertical profiles of chemical species are compared with
aircraft measurements taken by three flights during the
simulation period. Unlike a sonde, the aircraft moved quickly
in the horizontal direction relative to the vertical direction.
In-situ measurements of species concentrations were
obtained during takeoff and in flight at different heights;
they may not be directly compared to grid-volume averages
of the model concentration predictions. A rough comparison
may be conducted, however, using measurements taken
during aircraft takeoff with its fast upward movement,
resulting in a vertical profile that can be used to evaluate
simulated vertical profiles. An approximate approach is
developed in this study to conduct such a rough comparison,
assuming that the measured vertical profile during the

http://www.emc.ncep.noaa.gov/mmb/rreanl/
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aircraft take-off trajectories is similar to an atmospheric
sounding profile. In this approach, latitude and longitude data
are averaged to find the average position of the aircraft during
the flight time. Using this information, the corresponding grid
cell can be found and the simulated vertical profiles of
meteorological variables and chemical species from that cell
are used to compare with the vertical measurements made by
the aircraft. Although a similar approach has been used in
other studies (e.g., Zhang and Han, 2007), this approach has
several limitations. For example, the aircraft observations and
model simulations are not on the exactly same time scale and
at the exactly same latitude and longitude. Also, mobile
measurements are compared with a point-specific location
using an approximate averaging method that involves certain
assumptions.
3. Model evaluation and sensitivity analysis

3.1. Model performance and sensitivity to PBL schemes and
LSMs

3.1.1. Meteorological predictions

3.1.1.1. Spatial distributions and domain-wide performance
statistics. Fig. 2 shows the spatial distributions of temperature
(T2) and relative humidity (RH2) at 2 m and PBL height
(PBLH) from simulations N_Y, S_Y, N_M, and R_Y at 20 UTC
(3PM CDT) on 30 August 2000. The overall performance
statistics for major meteorological variables (i.e., T2, RH2,
wind speeds and direction at 10 m (WS10 and WD10), U and
V components of wind speeds (U10 and V10), and PBLH) are
summarized in Table 2. YSU andMYJ PBL schemes give similar
T2 predictions over most of the domain, with slightly lower
T2 byMYJ along the coastline and over the Gulf of Mexico, due
to differences in temperature advection under the influence
of coastal fronts and land–sea breezes simulated by the two
schemes. Larger sensitivity is found among simulations with
different LSMs, driven by differences in their predictions of
latent heat fluxes and surface sensible heat fluxes. Among the
three LSMs, Slab gives the lowest T2, RUC gives the highest T2
over most of the domain. Domain-wide performance statis-
tics against available T2 observations at 32 sites indicate the
largest cold bias (−1.3 °C) by S_Y and the smallest one
(−0.1 °C) by R_Y. NOAH and RUC include more complex
formulations and deeper soil layers (100 cm and 300 cm,
respectively) than Slab that has a simple formulation for
dynamics of soil moisture and a shallow soil depth of 16 cm,
therefore capturing observed T2 better in terms of both the
magnitude and spatial variability. The MYJ PBL scheme gives
slightly higher (5–10%) RH2s than YSU. Similar to T2, the
model shows a larger sensitivity in RH2 predictions to LSMs.
Slab gives higher moistures than NOAH or RUC, due to higher
latent heat fluxes and lower surface sensible heat fluxes
(figure not shown), which has large effects on T2 and PBLH, as
indicated by Chen and Dudhia (2001b). Interestingly, Slab
gives the lowest MB and NMB (1.5% and 2.5%, respectively) in
RH2 among the four runs, likely resulted from the large cold
bias in T2 predictions that may lead to higher RH2. Other
simulations give moderate negative MBs and NMBs. Spatial
distributions of wind fields simulated by YSU and MYJ and by
the three LSMs are similar (figures not shown). Among all
simulations, S_Y gives the lowest MB (∼0.05 m s−1) in WS10,
with moderate MBs (0.4–0.8 m s−1) for other simulations.
One caveat in calculating statistics for wind direction is
treating this vector as a scalar (Zhang et al., 2006a). For
example, wind directions of 350° (NNW) and 10° (NNE) are
actually only 20° apart on a wind rose plot. Numerically, the
difference between the two is 340°, which may result in
misleading statistics. Using MB to determine the model's
performance may be misleading when the differences
between observed and simulated WD are greater than 180°.
Performance statistics are therefore calculated for U10 and
V10, in addition to WD10. Slab gives the smallest MB in U10
and V10, but the largest bias in WD10 among the four
simulations. Although the domain-wide MBs are much
smaller than 180° for all simulations, the situation with the
misleading MBs may occur at individual sites or during some
hours, thus affecting the overall accuracy of the statistics for
WD. Different from WS10, the domain-wide statistics for
WD10 by the four simulations are fairly similar (NMBs of 5.7–
7.5%). Compared with PBLH from N_Y, N_M gives overall
lower values (by up to 500–2000 m) throughout the domain,
particularly over western Mississippi and along the coastline
(where the terrain is complex), which are in better
agreement with observations (NMBs are 22.7% vs. 54.4%).
PBLH predictions are sensitive to LSMs. S_Y shows much
lower (1000–1500 m) values than N_Y and R_Y. All four
simulations overpredict (NMBs of 22.7–54.4%) PBLHs with
lower biases by N_M and S_Y. Among all variables examined,
the largest differences between the two PBL schemes are
found in PBLHs, consistent with Mao et al. (2006).

3.1.1.2. Temporal variations. Fig. 3 shows time series plots for
T2, RH2,WS10, andWD10 at two sites: Deer Park (DRPA) and
Galveston Airport (GALC), TX. DRPA and GALC are located
about 20 and 50 miles, respectively, from downtown
Houston, TX. GALC is affected by bay/sea breezes because of
its proximity to the coast of Gulf of Mexico. The largest
emissions of primary pollutants such as VOCs occur along the
ship channel between downtown Houston and Galveston
Bay. Therefore, an accurate portrayal of these meteorological
patterns is needed to identify areas inundated with O3

precursor emissions. Observed T2 values are well reproduced
at DRPA in terms of maximum, minimum, and diurnal
variations by all four simulations except S_Y with the Slab
LSM on days 4 and 5 when S_Y exhibits the largest cold bias
during daytime and nighttime (consistent with T2 statistics in
Table 2). Compared with DRPA, the strong land–sea interac-
tions at GALC result in a smaller variation in observed T2
during daytime and at night. None of the four simulations
reproduce T2 at GALC, with much weaker diurnal variations
and smaller daytime maxima than observations as well as
little sensitivity to either PBL schemes or LSMs. This is likely
because of model difficulties in capturing small-scale mete-
orology in areas affected by sea/bay breezes. Deviations
between simulated and observed T2 appear to grow with
time during days 3–5 at DRPA, due to the lack of a data
assimilation system in this version of WRF/Chem. Large
deviations exist between observed and simulated RH2 as well
as among the four simulations. While N_Y and N_M give
similar underpredictions on days 3–5 at DRPA and GALC,
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Table 2
Normalized mean biases (NMBs) of meteorological variables for all simulations.

T2, °C RH2, % WS10 WD10, deg U10, m s−1 V10, m s−1 PBLH, m

MB NMB,% MB NMB,% MB NMB,% MB NMB,% MB NMB,% MB NMB,% MB NMB,%

N_Y (1W12) −0.7 −0.3 −17.2 −27.4 0.4 12.6 13.8 6.6 0.4 21.6 −0.8 −34.6 592.3 54.4
N_M −0.4 −1.2 −13.5 −21.7 0.8 27.1 13.4 6.4 −0.4 −18.4 −0.6 −28.1 247.3 22.7
S_Y −1.3 −4.1 1.5 2.5 0.0 1.7 15.7 7.5 −0.2 −11.7 −0.3 −14.4 264.2 24.3
R_Y −0.1 −0.3 −19.7 −30.5 0.7 24.2 12.0 5.7 0.5 25.4 −0.5 −23.0 584.5 53.7
1W4 −2.3 −7.4 −6.2 −9.3 −0.1 −4.8 26.5 12.1 0.3 13.0 −0.7 −33.0 −29.5 −2.7
2W12 −0.6 −1.8 −12.3 −18.4 0.7 22.8 23.2 10.6 0.2 13.0 −0.8 −37.0 643.4 59.3
2W4 −0.9 −2.8 −14.4 −21.6 0.2 6.4 28.7 13.1 0.3 16.0 −0.7 −31.0 586.4 53.8

N_Y — NOAH/YSU pair; N_M — NOAH/MYJ pair; S_Y — slab/YSU pair; R_Y — RUC/YSU pair; 1W12 — one-way 12 km, which is the same as N_Y; 1W4 — one-way
4 km; 2W12— two-way 12 km; and 2W4— two-way 4 km. T2— temperature at 2 m; RH2— relative humidity at 2 m;WS10—wind speed at 10 m;WD10—wind
direction at 10 m; U10 — U component of WS10; V10 — V component of WS10; and PBLH — planetary boundary layer height.
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larger differences are found among N_Y, S_Y, and R_Y with
different LSMs, indicating a higher sensitivity of RH2 predic-
tions to LSMs. While S_Y overpredicts RH2 on days 3–5, N_Y
and R_Y both significantly underpredict RH2 with lower
values by R_Y at DRPA. At GALC, all simulations underpredict
RH2, particularly on days 3–5.

Simulated wind speeds are sensitive to both PBL schemes
and LSMs in terms of their temporal variations and magni-
tudes, with large differences between N_Y and N_M on some
Fig. 3. Observed and simulated time series of temperature (T2) and relative humi
simulations N_Y, N_M, S_Y, and R_Y at Deer Park (DRPA) and Galveston Airport (G
days (e.g., days 1, 2, and 5 at DRPA and days 1 and 3–5 at
GALC) and among N_Y, S_Y, and R_Y on days 3–5 at both
locations. At both sites, N_Y performs reasonablywell and S_Y
shows a negative nighttime bias, particularly at GALC.
Compared with N_Y, N_M gives higher WS10 during daytime
but lower values during most nighttime at DRPA and either
higher or lower values throughout the 5-day period at GALC.
R_Y gives higher WS10 than either N_Y or S_Y at DRPA and
either higher or lower values at GALC. However, diurnal
dity (RH2) at 2 m, wind speed (WS10) and direction (WD10) at 10 m from
ALC), TX.



Fig. 4. Observed and simulated time series of PBL heights from simulations
N_Y, N_M, S_Y, and R_Y at Wharton (WHAR), Ellington Field (ELLF), Houston
Southwest (HSWH), Liberty (LBTY) and LaMarque (LMRQ), TX.
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variations among the four simulations are similar. The
observed wind fields at GALC are dominated by an onshore
flow on 28–29 August, and a shore-parallel or offshore large-
scale flow and the stagnant or near-stagnant conditions
during noontime (∼12:00 CDT) on the remaining days. The
change of the wind direction from north-westerlies in the
morning to southerlies or south-easterlies in the afternoon
and the stagnant flow provide good indications of the impact
of the land–sea breeze at GALC, particularly on 30–31 August.
The north-westerlies in the morning carry the pollutants
from the Houston area to GALC, the near-stagnant condition
during noontime helps the pollutants to accumulate at GALC,
resulting in the highest PM2.5 concentrations that typically
occur 1 or 2 h lag behind the stagnant wind condition (see
Fig. 7). The observedWD10 shifts are generally reproduced at
GALC. Compared with observations, larger biases exist in
WD10 predictions at DRPA than at GALC. In general, large
discrepancies between observed and simulated values occur
during late afternoon into evening hours at both locations for
all 5 days. For WD10 predictions, large sensitivity is found at
DRPA between N_Y and N_M and among N_Y, S_Y, and R_Y,
with the largest deviation occurring at DRPA in R_Y on days
3–5 when wind direction shifts in late afternoon. Although
the magnitude of observed WD10 shift is not well repre-
sented by R_Y, R_Y actually simulates the WD10 shifts more
accurately in time.

During the TeXAQS2000, radar wind profilers were
deployed at five locations around Houston (i.e., Wharton
(WHAR), Ellington Field (ELLF), Southwest Houston (HSWH),
Liberty (LBTY), and LaMarque (LMRQ)) to measure PBLH at
hourly intervals up to 3 km above ground level (AGL). Those
data are used to evaluate simulated PBLHs as shown in Fig. 4.
Compared with observations, all four simulations give deeper
PBLHs for most times at all the sites. The daytime development
and growth of the PBL are generallywell represented, although
initial growth appears to be too fast, particularly on day 1.
Simulated heights at LBTY and LMRQ appear to be significantly
overpredicted on days 3–5 as compared with other locations.
Sites DRPA and ELLF are nearly co-located with 5 miles apart,
allowing an approximate comparison between PBLH and RH.
There seems to be some correlations with the underprediction
of RHand theoverprediction of PBLH. For example, onday 5, RH
values at DRPA are underestimated by 36.4% from N_Y and
PBLH values at ELLF are overestimated by 51.8% (1022.4 m).
Higher surface heatfluxes fromN_Y could lead to decreased RH
andhigher PBLH. ComparedwithN_Y, N_Mgenerally simulates
a more accurate representation of PBLHs in terms of both
magnitudes and temporal variations (with NMBs of 22.7% vs.
54.4% for N_MandN_Y, respectively). Overall, N_M gives lower
PBLHs during daytime but higher PBLHs during nighttime than
N_Y, except daytime during day 5 at WHAR. The assumptions
and parameters used in the two PBL schemes may help explain
these differences. For example, the YSU scheme arbitrarily sets
an unrealistic value of 15 m for nocturnal PBLH, leading to
lower PBLHs than N_M at night. This problem has been
corrected in WRF/Chem v. 3.0 (Hong et al., 2008). On the
other hand, N_M simulates nighttime values on the order of
hundreds of meters, which is more consistent with meteoro-
logical dynamics and also allows better capture of nighttime
species concentrations. Among the three simulations with
different LSMs, S_Y appears to simulate PBLHs thatmore closely
correspond to observations. Discrepancies among simulated
PBLHs can be explained by differences in surface sensible heat
fluxes simulated by each LSM. For example, at HSWH on 30
August, R_Y and N_Y give the highest and the second highest
surface sensible heat fluxes. Consequently, their simulated
PBLHs are also the highest and the secondhighest, respectively.
At LMRQ on 30 August, surface sensible heat fluxes simulated
by N_Y, N_M, and R_Y are similar, all of them givemuch higher
values than S_Y, leading to similar PBLHs byN_Y, N_M, and R_Y
butmuch lower PBLHs by S_Y. ComparedwithN_YandR_Y, the
more accurate PBLHs by S_Y may be attributed to lower
sensible heat fluxes from the surface (resulted from the cold
bias in T2 in S_Y, see Fig. 2 and Table 2). For comparison, higher
sensible heatfluxes inN_YandR_Ymay lead tohigher T2, lower
RHs, and higher simulated PBLHs.
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3.1.1.3. Vertical profiles. Vertical profiles of simulated temper-
ature (T) and relative humidity (RH) are compared with
measurements taken from the NOAA's Electra aircraft during
takeoff in Fig. 5. Three flights were made during 15 UTC (10 a.
m. CDT) 28 August, 17 UTC (12 p.m. CDT) 30 August, and
17 UTC (12 p.m. CDT) 1 September 2000. The simulated
vertical T distributions correspond relatively well with
observations on 28 August but deviate more significantly
below 1500 m on other days. The observed stable layers
between 486 and 600 m on 30 August and between 532 and
779 m on 1 September are not well captured by all simula-
tions, although S_Y and N_M give a thin stable layer (less than
Fig. 5. Observed and simulated vertical profiles of temperature (T) and relative hum
taken from the NOAA's Electra aircraft instrumentation during three flight takeoffs
184 and 87 m, respectively) on 30 August at a much higher
altitude than observed. N_Y, N_M, and R_Y perform similarly,
whereas S_Y gives lower T at the surface and in the PBL.

Compared with T profiles, larger differences occur among
RH profiles. Although N_Y either significantly underpredicts
(28 August and 1 September for most heights) or significantly
overpredicts (30 August at an altitude of 500 m or higher),
variation trends in RH with height for some heights (e.g.,
decrease with increasing height between ∼1000 m and
∼2500 m on August 28 and increase with increasing height
between ∼1500 m and ∼3500 m on August 30 and between
∼700 m and ∼2500 m on September 1) are generally
idity (RH) from simulations N_Y, N_M, S_Y, and R_Y. Observational data are
at 15 UTC, August 28, 17 UTC August 30, and 17 UTC September 1, 2000.
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captured by N_Y with deviations in RH of 0 to ±25%. N_M
also captures well the vertical variability in RH with height. It
simulates lower level (b1500 m) RHs more accurately than
N_Y on 30 August and 1 September. At altitudes between
1500 and 3000 m on 1 September, N_Y generally gives closer
agreement with observations. While R_Y gives similar RH
profiles to N_Y, larger differences occur in simulated
RH profiles by S_Y. Different LSMs may give opposite RH
variation trends. For example, S_Y simulates decreasing
RH from 1000 to 2000 m while N_Y, R_Y, and observations
all show increasing RH with height on 1 September.

3.1.2. Chemical predictions

3.1.2.1. Spatial distributions. All four simulations are able to
simulate high CO, O3, and PM2.5 in and downwind of major
metropolitan areas (e.g., Houston, Dallas, SanAntonio, andNew
Orleans). Offshoreflowappears to bemost evident ondays 2–4,
as extremely highO3 occur over theGulf ofMexico. Fig. 6 shows
the spatial distributions of CO, O3, and PM2.5 from N_Y, N_M,
S_Y, and R_Y at 20 UTC (3PM CDT) on 30 August 2000. Among
the four simulations, S_Y gives the highest CO mixing ratios
over most of the domain. Although S_Y gives the largest cold
bias in T2, it also gives the shallowest PBL (see Fig. 2); the latter
effect dominates, resulting in the highest simulated concentra-
tions for slow-reacting pollutants such as CO. Similarly, N_M
gives lower PBLHs than N_Y and R_Y, leading to the second
highest CO concentrations. N_Y gives the highest PBLHs among
the four simulations, resulting in the lowest CO concentrations
over the entire domain. These results are fairly consistent with
the domain-wide statistics for CO shown in Table 3, with NMBs
of −37.3%, −24.1%, −14.9%, and −33.2% for N_Y, N_M, S_Y,
and R_Y, respectively. O3 is a secondary pollutant and PM2.5

consists of secondary components. Their concentrations and
spatial distributions are affected not only bymeteorology (e.g.,
T2 and PBLH) but also emissions of their precursors and the
resulting tropospheric oxidizing capacities. The effects of latter
factorsmay be nonlinear. For example, higher T values can lead
to higher tropospheric oxidizing capacities thus higher O3

formation, whereas higher PBL heights can reduce O3 level
through ventilation of high emissions and concentrations.
Lower T and higher RH values can lead to higher PM2.5

formation through increasing the concentrations of volatile
PM species such as nitrate and secondary organic aerosol, they
may also decrease the formation of non-volatile and photo-
chemically-dependent PM species such as SO4

2−. As a conse-
quence of these competitions between meteorological and
chemical effects, N_M gives the highest O3 mixing ratios, S_Y
gives the highest PM2.5 concentrations, and N_Y gives the
lowestO3mixing ratios and PM2.5 concentrations domain-wide
at 3 p.m. CDT 30 August. Although S_Y gives the coldest T2 that
is not favorable to the photochemical formation of O3, it gives
the lowest PBLH and therefore the highest mixing ratios for its
precursors, leading to relatively higher O3 than N_Y and R_Y
that have higher T2 but also higher PBLH. These results are
somewhat inconsistent with statistics shown in Table 3,
because of the inclusion of all hourly O3 and PM2.5 concentra-
tions (rather than values at 3 p.m. CDT) for statistics calcula-
tions and the fact that larger biases occur in nighttime O3

mixing ratios for all simulations and in nighttime PM2.5

concentrations for N_Y and R_Y. While S_Y gives the least
domain-wide O3 overpredictions (with an NMB of 9.7%), it
gives the highest bias in PM2.5 predictions (with an NMB of
14.6%). N_Y gives the largest domain-wide O3 overpredictions
(with an NMB of 26.1%) but its NMB for PM2.5 is the second
smallest (−1%). Compared with an NMB of 27.9% in nighttime
O3 mixing ratios in N_Y that simulates nighttime PBL relatively
well, the domain-wide O3 biases in N_Y, S_Y, and R_Y are
dominated bynighttimehigh biases (NMBsof 83.1%, 33.2%, and
46.7%, respectively). The seemingly low NMB in nighttime O3

mixing ratios in S_Y is due to much higher nighttime NO2

mixing ratios (with MB and NMB of 28 ppb and 190%) that
titrate more O3 to form NO3 radicals at night. Although the
domain-wide biases in NO2 are high for all four simulations
(NMBs of 54.9–110%), they are dominated by nighttime large
biases that have relatively small impacts on domain-wide O3

performance. Several factors contribute to the high biases in
NO2 in all simulations. For example, uncertainties may exist in
NOx emissions based on the EPA NEI99 version 3. The quasi
steady state approximation (QSSA) is used to solve nitrogen
chemistry, in particular, diagnose NO in the RADM2 gas-phase
mechanism implemented inWRF/Chem.QSSAmaynot be valid
for this particular episode, which leads to high NOx and NOy at
night. For simulations using the YSU scheme, the poor
representation of nocturnal PBL further worsens nighttime
overpredictions. Similarly, NMBs for NO mixing ratios are also
high, ranging from −80.2% to−74.7%.

3.1.2.2. Temporal variations. Fig. 7 simulates observed and
simulated hourly concentrations of CO, NO, NO2, O3, and
PM2.5 at DRPA, TX and those of NO, NO2, O3, and PM2.5 at
GALC, TX. Since no CO measurements are available at GALC,
observed CO mixing ratios at LaPorte are shown in Fig. 7.
LaPorte is about 25 miles from downtown Houston, TX, about
8 miles southeast of DRPA, and about 35 miles northwest of
GALC. It is a coastal site that is strongly affected by bay
breezes. Compared with observations, all simulations give
much lower CO during daytime but much higher values at
night at DRPA. At LaPorte, all simulations overestimate CO
mixing ratios for most times. At several sites (figure not
shown), the underpredictions override the overpredictions,
leading to a domain-wide underestimation as shown in
Table 3. Among the four simulations, N_Y performs the best
for CO in terms of temporal variations andmagnitudes at both
sites, although the worst in terms of domain-wide statistics.
The underestimations during the daytime are most likely
related to the overestimation in PBLHs, which provides a
greater effective mixing volume for species to dilute. On
average during periods of higher simulated CO mixing ratios,
values simulated by N_M are typically 70–900 ppb higher
than those simulated by N_Y. Among three simulations with
different LSMs, S_Y gives the highest CO, due to the lowest
simulated PBLHs as shown in Figs. 2 and 4.

The largest differences among these simulations (in
particular between S_Y and other simulations) are found in
the mixing ratios of CO, NO2, and PM2.5 on August 31 at DRPA
and in those of O3 on September 1–2 at GALC. This is because
of the largest differences in simulated meteorological vari-
ables (some are shown in Fig. 3). For example, S_Y gives the
lowest T and PBLH and highest RH on August 31 at DRPA,
leading to the highest concentrations of CO, NO2, and PM2.5.
S_Y gives the lowest PBLH on September 1–2 at GALC, which
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Table 3
Normalized mean biases (NMBs) of chemical concentrations for all simulations.

O3, ppb NO, ppb NO2, ppb CO, ppb PM2.5, μg m−3

MB NMB,% MB NMB,% MB NMB,% MB NMB,% MB NMB,%

N_Y (1W12) 10.2 26.1 −6.0 −80.2 7.3 54.9 −158.1 −37.3 −0.1 −1.0
N_M 4.1 10.5 −5.7 −75.9 11.0 83.2 −102.2 −24.1 −0.6 6.1
S_Y 3.8 9.7 −5.6 −74.7 14.5 110.0 −63.4 −14.9 1.47 14.6
R_Y 5.3 13.4 −5.7 −76.4 7.9 60.4 −140.6 −33.2 −0.1 −0.5
1W4 7.4 19.1 −4.4 −59.2 32.1 242.0 253.0 65.0 −2.6 −22.3
2W12 11.0 27.7 −6.0 −79.8 13.3 100.0 −127.1 −33.0 −4.1 −32.8
2W4 10.5 25.8 −5.3 −71.0 20.4 154.0 222.2 140.0 −4.3 −35.1

N_Y — NOAH/YSU pair; N_M — NOAH/MYJ pair; S_Y — slab/YSU pair; R_Y — RUC/YSU pair; 1W12 — one-way 12 km, which is the same as N_Y; 1W4 — one-way
4 km; 2W12 — two-way 12 km; and 2W4 — two-way 4 km.
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leads to the highest concentrations of CO, NO, NO2, O3, and
PM2.5.

The four simulations perform similarly in terms of NO,
although S_Y simulates slightly higher mixing ratios at both
sites. Contrastingly, significant differences among model
simulations occur for NO2. S_Y simulates much higher (up
to 60 ppb) mixing ratios of NO2 at DRPA for most times than
other simulations. While all four simulations generally
reproduce the temporal variability of O3, overpredictions
occur at both sites for most times. None of the four
simulations, however, are able to reproduce the peak O3

values on days 3–4 at DRPA when the highest maximum
hourly average O3 values were recorded at many sites
including DRPA for the TexAQS-2000. This may be attributed
to several factors including inaccurate meteorological pre-
dictions such as sea/bay breezes that cause elevated pollutant
levels in the mid-afternoon, underestimations in emissions of
light olefins (e.g., ethane, propene) (Wert et al., 2003; Jiang
and Fast, 2004), and the use of a typical mean emission
variation profile (instead of an episodic profile that is more
realistic). NOAA aircraft detected an emission event with a
plume of very high olefin (N100 ppb) emitted from around
2.5 km north of DRPA at ∼10:40 a.m. on 30 August that may
have caused high O3 mixing ratios observed at DRPA and
LaPorte. Such episodic emissions are not represented in the
emissions used here, leading to a failure of capturing the
observed peak O3 mixing ratios at DRPA. At DRPA, N_M and
S_Y capture nighttime O3 better than R_Y and N_Y. At GALC,
all four simulations significantly overestimate daytime O3 on
all days except day 3, indicating difficulties in simulating O3

over areas with land/sea coverage at a small temporal scale.
Among the four simulations, N_M gives the most accurate
nighttime O3 mixing ratios, due mainly to the best represen-
tation of nocturnal PBL. S_Y gives low nighttime O3 values,
due to large simulated mixing ratios of NOx that lead to
significant titrations of O3.

PM2.5 concentrations are overall well reproduced at GALC
(except the peak PM2.5 values on 31 August and 1 September)
but significantly overpredicted (by 37% to a factor of 12) for
nearly all times at DRPA by all four simulations. Possible
reasons for the large overestimations at DRPA include
uncertainties in emission estimates of primary PM2.5 species
(such as black carbon (BC) and organic matters (OMs)),
insufficient dry deposition, as well as a high initial PM2.5

concentration of 8 μg m−3 used throughout the domain.
Observed PM2.5 composition is only available at one site at
surface (i.e., LaPorte) and one site aloft (Williams Tower). The
comparison of observed and simulated PM2.5 composition at
LaPorte shows large overpredictions for BC and OM which
might be the case throughout the domain. N_M gives slightly
higher PM2.5 than N_Y at both sites for most times. Larger
discrepancies exist among three simulations with different
LSMs. Similar to CO and NO2 predictions, S_Y generally gives
the highest PM2.5 among the four simulations (higher by 13 to
16 μg m−3 on average), due mainly to the lowest PBLHs
during daytime and an unrealistically low nocturnal PBL
prescribed in the YSU PBL schemes.

3.1.2.3. Vertical profiles. Fig. 8 shows observed and simulated
vertical profiles of CO, NO, NO2, and O3 during three flight
takeoffs at 15 UTC, 28 August, 17 UTC, 30 August, and 17 UTC,
1 September, 2000 from the four simulations. While all four
simulations reproduce vertical profile of CO on 28 August and
the vertical variation trends on 30 August and 1 September,
large deviations exist in terms of magnitudes on 30 August
and 1 September. Compared with N_Y, CO mixing ratios
simulated by N_M decrease less rapidly with height in the
lower layers. S_Y also simulates a slower decrease in CO
mixing ratios with height than N_Y and R_Y, with the highest
surface concentrations among the four simulations. It is
interesting to note that the vertical profiles simulated by N_M
and R_Y are fairly close to each other on all 3 days, although
they use different PBL schemes and LSMs. One possible reason
for the large discrepancies between observed and simulated
CO is the uncertainty in the CO boundary conditions. For all
simulations, boundary conditions for CO are set to be 70 ppb
at the top layer and 80 ppb throughout the troposphere. This
setting affects the simulation of moderately long-lived
species such as CO throughout the upper layers. A sensitivity
simulation is conducted using a CO boundary condition of
120 ppb throughout the troposphere. The results show
improved CO mixing ratios aloft (figure not shown). Similar
performance by the four simulations at a level above 1000 m
can be attributed to the same CO boundary conditions used
for upper layers.

Extremely high mixing ratios of NO and NO2 (4–24.9 ppb
and 5–20.6 ppb, respectively) were observed between 945
and 995 m on 28 August and between 0 and 500 m on 30
August. Such abnormally high values are not reproduced by
model simulations, likely because of missing of substantial
sources of NOx (e.g., lighting) at this altitude on those days.
Although all simulated values deviate significantly at surface
and in the PBL, they begin to correspond well with
observations as the height increases. During all flight takeoffs,



Fig. 7. Observed and simulated time series of CO, NO, NO2, O3, and PM2.5 from simulations N_Y, N_M, S_Y and R_Y at Deer Park (DRPA), Galveston Airport (GALC)
and LaPorte (CO only) (H08H), TX.
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simulated values become zero or near zero just above 500 m
(except for those abnormally high values), consistent with
observations. Compared with N_Y, N_M gives higher NOx

mixing ratios at surface and in the PBL, consistent with
temporal analyses shown in Section 3.1.2.2. Larger differences
exist between S_Y and other simulations, with the largest
differences occurring on 1 September. S_Y simulates a much
slower decrease in the NO2 mixing ratios up to a level of
1000 m as compared with N_Y and R_Y.
Low O3 mixing ratios were observed between 945 and
995 m on 28 August and between 0 and 500 m on 30 August,
due to its titration by extremely high NOx mixing ratios.
While all four simulations predict variations of O3 mixing
ratios with heights reasonably well on 28 August, large
deviations in terms of both magnitudes and variation trends
exist between simulated and observed values on 30 August
and 1 September and among simulated profiles on 1
September. All four simulations give much higher O3 mixing
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ratios than observations at surface and below ∼700 m.
Compared with N_Y, N_M gives stronger vertical variability
in the magnitude of the gradient relative to height (i.e., dc/
dz). This is perhaps due to the effect of local closure used in
MYJ vs. non-local closure employed by YSU. Vertical distri-
bution of O3 in N_Ymay be more averaged over several layers
as opposed to mixing layer-by-layer as the height increases
(Alapaty and Mathur, 1998). The pattern demonstrated by
N_M may appear to be a more realistic, as the vertical
variations are more indicative of those observed on 1
September, despite inaccuracies in simulated magnitudes.
While R_Y gives similar O3 vertical profiles to N_Y, those
simulated by S_Y deviate significantly from N_Y and R_Y on
28 August and 1 September (e.g., S_Y gives much higher O3 in
the PBL than N_Y and R_Y on 1 September).

3.2. Model sensitivity to horizontal grid resolutions and nesting
methods

3.2.1. Meteorological predictions

3.2.1.1. Spatial distributions and domain-wide statistics. Fig. 9
shows absolute differences in spatial distributions of T2, RH2,
and PBLH between four pairs of simulations: 1W4–1W12,
2W4–2W12, 2W4–1W4, and 2W12–1W12 at 20 UTC (3PM
CDT) 30 August 2000. The first two pairs provide the model
sensitivity to horizontal grid space using 1- or 2-way nesting,
respectively. The last two pairs provide the model sensitivity
to nesting method at 4 or 12 km, respectively. While all three
variables exhibit a strong sensitivity to horizontal grid space
using 1-way nesting and to nesting methods at 4 km, they
show relatively small sensitivity to horizontal grid spacing
using 2-way nesting and to nesting methods at 12 km. 1W4
gives lower T2 and PBLH by less than 3% and 12–50%,
respectively, but higher RH2 by 16–75% than 1W12 overmost
land areas. 2W4 gives higher T2 and PBLH by 3–13% and 25–
100%, respectively, but lower RH2 by 8–40% than 1W4 over
most land areas. The differences in the predictions of T2, RH2,
and PBLH between 2W4 and 1W4 are much larger than those
between 2W12 and 1W12, indicating that the feedbacks from
small to large grids via 2-way nesting indeed have higher
impacts on the 4-km simulation during the next time step
than the 12-km simulation. Similarly, the differences be-
tween 1W4 and 1W12 are much larger than between 2W4
and 2W12, indicating that the feedbacks from small to large
grids via 2-way nesting diminish some of the sensitivity to the
horizontal grid spacing shown in the 1-way nested simula-
tions. Higher sensitivity is found along the costal lines
between 1W4 and 1W12 and between 2W4 and 2W12,
because the division of land mask and land use does not
match exactly with the coastal line when a coarse grid
resolution is used and such a division is very sensitive to the
grid resolution. Differences in domain-wide statistics are
larger in T2, RH2, WD10, U10, and PBLH between 1W4 and
1W12 than between 2W4 and 2W12 and in T2, RH2, and
PBLH between 2W4 and 1W4 than between 2W12 and 1W12,
consistent with differences in the spatial distributions of each
pair of simulation. 1W4 gives the largest cold bias (with an
MB of −2.3 °C and an NMB of −7.4%) in T2 but the smallest
bias in RH2, WS10, U10, and PBLH among the four simula-
tions. While the results at 4 km show some improvements,
the results using 2-way nesting do not show appreciable
benefits (they are even worse in some cases). The benefits or
disbenefits of 2-way nesting in terms of accuracy and
computational efficiency have been reported by other studies.
For example, Fast et al. (2006) showed that a simulation with
2-way nesting improved the representation of the urban and
point source plumes and the resulting mixing ratios of O3 and
SO2 within the coarse 12-km domain. Lozej and Bornstein
(1999), on the other hand, have shown better performance of
MM5 in capturing precipitation using 1-way nesting than 2-
way nesting. The poor performance using 2-way nesting may
be associated with perturbations to velocities and potential
temperature from a nested fine grid to a coarse grid that
degrade conservation properties (e.g., energy, enstrophy)
required for accurate numerical solutions (Jacobson, 2001) as
well as possible mass non-conservation due to the interpo-
lation errors between fine and coarse grids and nonlinearity
in chemistry (Fast et al., 2006).

Fig. 10 shows similar difference plots for CO, O3, and PM2.5

between the four pairs of simulations. Similar to meteoro-
logical predictions, the chemical predictions show a higher
sensitivity to horizontal grid spacing using 1-way nesting
than 2-way nesting, and a higher sensitivity to nesting
method at 4 km than 12 km, reflecting the impacts of
meteorology on chemistry. 1W4 gives higher PM2.5 by 6–
50% and either higher or lower CO and O3 than 1W12 over
most land areas. 2W4 gives higher O3 by 8–40%, lower PM2.5

by 6–30%, either higher or lower CO than 1W4 over most land
areas. Compared with CO that is a primary pollutant with a
slow reaction rate, O3 and PM2.5 concentrations are more
sensitive to horizontal grid space and nesting methods,
because of the nonlinearity involved in their chemical
transformation and removal that depend highly on variables
that need to be resolved at a small-scale such as cloud
formation, land-surface exchange, and land use. Compared
with 1W12, the positive effect of lower PBL on O3 and its
precursors (i.e., increase their concentrations) dominates
over the negative effect of the lower T2 (i.e., decrease their
concentrations) in 1W4, leading to higher O3 from 1W4 over
the Houston and Galveston areas. Both lower T2 and lower
PBLH have a positive effect on PM2.5, leading to a net increase
in PM2.5 levels simulated in 1W4. Compared with 1W4, the
positive effect of higher T2 on O3 and its precursors
dominates over the negative effect of the higher PBL in
2W4, leading to higher O3 over most of the 4-km domain.
Both higher T2 and higher PBLH will lead to a net decrease in
PM2.5 concentrations simulated in 2W4. Differences in
domain-wide statistics are larger in O3, NO, NO2, and PM2.5

between 1W4 and 1W12 than between 2W4 and 2W12 and
in O3, NO, NO2, and CO between 2W4 and 1W4 than between
2W12 and 1W12, consistent with differences shown in their
spatial distributions. Among all simulations, 1W4 gives the
largest bias in NO2 but the smallest bias in O3, NO, and CO;
1W12 gives the largest bias in NO but the smallest bias in NO2

and PM2.5; 2W12 gives the largest bias in O3; and 2W4 gives
the largest biases in CO and PM2.5. Similar to meteorological
predictions, 2W4 leads to worse performance than either
1W4 or 1W12 in most chemical predictions, for the same
reasons stated previously.

The temporal variations of meteorological and chemical
variables are sensitive to horizontal grid spacing and nesting
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Fig. 11. Observed and simulated time series of temperature at Deer Park
(DRPA), TX and PBL height at Ellington Field (ELLF), TX from simulations
1W12, 1W4, 2W12, and 2W4.
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methods. As an example, Fig. 11 shows the sensitivity of the
simulated temporal profiles of T2 and PBLH at DRPA and
Fig. 12 shows similar plots for NO at GALC and O3 at DRPA.
1W4 gives lower T2 and PBLH than 1W12, and 2W4 gives
higher T2 and PBLH than 1W4, consistent with spatial
distribution analyses. For T2, the largest sensitivity is found
at night and early morning, with the highest values by 2W12
and the lowest values by 1W4. For PBLH, 1W4 gives values
that are significantly lower than other simulations but are in
better agreement with observations; differences among
1W12, 2W4, and 2W12 are small. Compared with observa-
tions, 2W4 gives the best overall agreement for T2 and 1W4
gives the best overall agreement for PBLH at DRPA. Concen-
trations of primary species such as NO are more sensitive to
horizontal grid spacing than nesting methods. For example,
Fig. 12. Observed and simulated time series of NO mixing ratios at Galveston
Airport (GALC), TX and O3 mixing ratios at Deer Park (DRPA), TX from
simulations 1W12, 1W4, 2W12, and 2W4.
simulated NO temporal variations are similar between 1W12
and 2W12 and somewhat different between 1W4 and 2W4,
but they are largely different between 1W12 and 1W4 and
between 2W12 and 2W4 at GALC. The high sensitivity of NO
to horizontal grid spacing is due to the importance of grid
scale in resolving its emissions and chemical reactions.
Compared with 1W12 and 2W12, 1W4 and 2W4 seem to
agree relatively better with very limited observations at DRPA
on days 3–5. All four simulations give comparable daytime O3.
One exception occurs on 30 August when 1W4 gives much
higher O3 than the other three simulations and also better
agreement with observations, indicating that the 4-km
resolution helps improve the representation of the urban
and point source plume at DRPA because of better represen-
tations of emissions and land use. Larger differences exist at
night than daytime, with the highest values by 2W4 and the
lowest values by 1W4. None of the simulations give sufficient
titration by NOx that leads to lower O3 mixing ratios at night.
They are not able to reproduce the observed peak mixing
ratios on 30–31 August. Among the four simulations, 1W4
gives the best overall agreement for O3. Overall, chemical
predictions are highly sensitive to both horizontal grid
spacing with 1- or 2-way nesting and to nesting methods at
4 km, with a higher sensitivity to horizontal grid spacing than
nesting methods.

4. Summary

This study examines the sensitivity of meteorological and
chemical predictions fromWRF/Chem to PBL processes, land-
surface processes, horizontal grid spacing, and nesting
methods for a 5-day summer episode over the Houston–
Galveston area in Texas from the TexAQS-2000. Simulations
are conducted with four pairs of physics combinations that
consist of two PBL schemes (YSU and MYJ) and three land-
surfacemodules (NOAH, Slab, and RUC) (i.e., simulations N_Y,
N_M, S_Y, and R_Y) and four sets of configuration combina-
tions that consist of two horizontal grid spacing (4 and
12 km), and two nesting methods (1- and 2-way) (i.e.,
simulations 1W4, 1W12, 2W4, and 2W12).

Meteorological predictions show small to significant
sensitivity to PBL schemes. The two PBL schemes, YSU and
MYJ, give overall similar predictions for T2, RH2, WS10, and
WD10. PBLH predictions exhibit the largest differences
between the simulations with the two PBL schemes, with
lower (by 20–40%) values by MYJ, particularly over western
Mississippi along the coastline. Compared with available
observations, both PBL schemes reproduce well T2, moder-
ately underpredict RH2, and have moderate biases in wind
field predictions. N_Y and N_M give moderate to high
overpredictions, with better performance for the MYJ PBL
scheme. Both schemes have difficulties in reproducing
observed T2 and RH2 at a coastal site (i.e., GALC), indicating
model deficiencies in capturing small-scale meteorological
phenomena under complex weather patterns involving land/
sea interactions. Both schemes give similar vertical T profiles
that match reasonably well with observations but different
RH profiles that deviate from observations. Different from the
finding of Hong and Pan (1996), non-local closure scheme
such as YSU does not always give more accurate T and RH in
the PBL than local closure scheme such as MYJ.
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Larger sensitivity to LSMs is found for all meteorological
predictions, due to large differences in simulated latent heat
and sensible heat fluxes by these modules. Simulated T2 and
PBL heights are the lowest by Slab and the highest by RUC.
Simulated RH2 values are the highest by Slab and the lowest by
RUC. Such differences can be explained by their different
formulations in terms of soil moisture and soil depth
treatments. As a result of the simplest treatments and the
shallowest soil depth, Slab gives higher latent heat fluxes and
lower surface sensible heat fluxes than NOAH and RUC, which
in turn affect T2 and PBL height predictions. Compared with
observations, S_Y gives the largest cold bias (−1.3 °C) for T2
and R_Y gives the smallest cold bias (−0.1 °C) and the best
agreement in diurnal variations. None of the three simulations
reproduce observed T2 and RH2 at a coastal site, indicating
other factors such as accuracy in land use data may play an
important role. Among the three simulations, S_Y gives the
lowest bias in WS10, with moderate biases for other simula-
tions. All LSMs give similar biases in WD10. All three LSMs
overpredict PBLHs, with the smallest bias by S_Y. Larger
differences occur in simulated RH profiles by the three LSMs,
with a closer agreementbetweenN_YandR_Yatmost altitudes
but appreciable differences among them at some altitudes on
somedays. S_Y gives T andRHvertical profiles that are different
from N_Y and R_Y.

Chemical predictions are sensitive to PBL schemes, due
mainly to their responses to differences in simulated PBLHs.
Compared with YSU, MYJ gives lower PBLHs, leading to higher
levels of CO, O3, and PM2.5. Compared with observations, YSU
and MYJ reproduce well concentrations of PM2.5 but moder-
ately-to-significantly overpredict mixing ratios of O3 and NO2,
and moderately-to-significantly underpredict those of CO and
NO. Both schemes can capture relativelywell diurnal variations
in CO, NO, and O3 at a suburban site than at a coastal site,
although they fail to reproduce the peakO3 at the suburban site
on 30–31 August. Similar to meteorological predictions,
chemical predictions are more sensitive to LSMs. Predictions
of PBLHs are the lowest by S_Y and the highest by N_Y, which
lead to the highest and the lowest, respectively, concentrations
of CO, O3, and PM2.5. While S_Y gives the least domain-wide O3

overpredictions, it gives the highest bias in PM2.5 predictions.
N_Y gives the largest domain-wide O3 predictions but its NMB
for PM2.5 is the second smallest. All the four simulations give
high positive biases in NO2 and high negative biases in NO due
to several factors including uncertainties in NOx emissions,
approximations used in solving nitrogen chemistry, and the
poor representation of nocturnal PBL by YSU. While NOAH can
capture relatively well diurnal variations in CO, NO, and O3 at
individual sites, Slab and RUC give large deviations in diurnal
profiles of CO, NO2, and O3 at both sites and PM2.5 at the
suburban site. Simulatedvertical profiles of CO, NO,NO2, andO3

are highly sensitive to PBL schemes and LSMs in terms of actual
profiles andmagnitudes. Comparedwith N_Y, N_M gives more
vertical variability in the magnitude of the O3 mixing ratio
gradient relative to height, due possibly to the effect of local
closure used in MYJ as opposed to non-local closure employed
by YSU. The O3 vertical profiles by R_Y are similar to N_Y but
those by S_Y deviate significantly from N_Y and R_Y during all
flight takeoffs.

Predictions of T2, RH2, and PBLHs exhibit a stronger
sensitivity to horizontal grid space using 1-way nesting than
2-way nesting and to nestingmethods at 4 km than 12 km. At
a suburban site, all four simulations capture diurnal variations
of T2 and RH2 but show the largest sensitivity in their
magnitudes at night and early morning, with the highest
values by 2W12 and the lowest values by 1W4. 1W4 gives
PBLHs that are significantly lower than other simulations. O3

and PM2.5 are more sensitive than CO to horizontal grid space
and nesting methods, because of the nonlinearity involved in
their chemistry and removal processes and their dependence
on accurate representations of small-scale meteorological
processes. Significant differences exist among the four
simulations at a suburban site in simulated diurnal variations
of CO, NO2, O3 and PM2.5, with the strongest variations and
the highest magnitudes by 1W4.

The use of more physically-complex meteorological
schemes or configurations does not give more accurate
results for this particular episode. Compared with the N_Y
simulation at 12 km, the use of a 4-km horizontal grid spacing
and 1-way nesting improves predictions of NO, O3, and PM2.5

but worsens those for NO2 and increases CPU from 4.9 to 5.3 h
per simulation day. The use of 2-way nesting at 4 and 12 km
took 12.9 h per simulation day and does not show appreciable
benefits in terms of both accuracy and computational efficacy
for this particular episode. The poor performance of 2-way
nesting for most meteorological and chemical predictions
reinforces a need for further model improvement. One
limitation of this study is that the 5-day episode may be too
short to show the benefits of 2-way nesting in improving the
performance of the coarser grid cells downwind of the nested
fine grid cells. More research is obviously needed to evaluate
the effects and benefits of nesting for coupled meteorology–
chemistry modeling for longer episodes.
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